
Exploring Consistency in Graph Representations:
from Graph Kernels to Graph Neural Networks

Motivation

Observation: Inconsistency in similarity order across layers.

Experiments
Performance

Table 1:  Performance on the graph classification tasks, with and without consistency 
loss. The highlighted cells indicate instances where GNNs with our proposed 
consistency loss outperform the base GNNs.

Efficiency

Consistency

Code

GNNs fail to capture the similarity structure!

Paper

Graph Kernels:
+ Effective at capturing relative graph similarities
- Depends on predefined kernels and lacks adequate non-

linearities
GNNs:

+ Good at capturing non-linearities
- Ineffective at capturing relative graph similarity

Principles

Theorem: Two principles guarantee provable generalizability in graph classification tasks.

Table 2: Spearman Correlation  in Consecutive Layer Graph 
Representations.  The representation space becomes more 
aligned with the proposed consistency loss.
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Table 3: Training Time per Epoch (Seconds, OGBG-MOLHIV): Impact of 
Consistency Loss is Minimal

Given the analogy between GNNs and 
IGKs, can we bridge the two worlds?

Verification:
- WL-subtree Kernel[1]:

- Does not follow either principle.
- WLOA Kernel[2]:

- Monotonically decreases.
- Preserves the order consistency asymptotically.

WLOA outperform WL-subtree in various benchmark.

Learn similarity order using signals from the previous layer.

Applying Two Principles to GNNs:
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Iterative Graph Kernels (IGK): Graph kernels 
obtained from an iterative coloring process

Consistency Loss

Question: Can we apply the two principles to enhance GNN performance?

Limitations

Analogy between GNNs and IGS


